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Density functional study of layering at liquid surfaces
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We analyze the density profiles for liquid-vapor interfaces within two density functi@) approxima-
tions, applied to simple fluid models which have low ratios between their triple and critical temperatures. The
observation of layering structures at Iawis discussed in relation with the Fisher-Widom line for each model.
Although we find no apparent correlation between the amplitude of the oscillatory density decay mode and the
approach tdlry, that temperature sets a threshold for the generation of nonmonotonic structures within a fixed
distance of the interface. The rapid decay of the oscillatory mode amplitudeTwithy be interpreted as a
result of the capillary waveCW) damping of strongly structured intrinsic density profiles. The layering in the
presence of gravitylike external fields indicate that the effective transverse size which might be built in the DF
approximations is around 10+2 molecular diameters; however, that interpretation has to allow for an effec-
tively reduced damping exponent, i.e., an effective surface tension for the CW Hamiltonian which is larger than
the value obtained directly from the DF grand-potential minimization.
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I. INTRODUCTION i.e., that with the lowest real part fai. The Fisher-Widom
(FW) line, on the(p,, T) plane, was originally defined 1] in
Accurate nonlocal density functiongDF) approxima-  terms of the asymptotic decay gfr) in a liquid, and it was
tions [1] have been developed, over the last decades, to dgater recognized6] as the generic boundary between the
scribe the strong layering structures in the density profiles ofiquid states with an asymptotic oscillatory decéy< )
wall-fluid interfaces.. Th(_e same DF. approximations hav_eand those with a monotonic exponential detay ). Other
been used to describe liquid-vapor interfaces, generally ifreal or complex roots with larger real part are not relevant
good agreement with the results of the simplest squareryy the discussion, so that we refer o= atiq and, = as
gradient approximatioii2], which describes the free liquid the two roots with the lowest real parts. The imaginary com-
surface as a smooth monotonic density profile). Some  honentg of the complex root, is always found to be around
early theoretical prediction3] of layered structures at the 27/ as it corresponds to the formation of molecular layers
free surface of the Lennard-Jon@s)) liquid, near its triple i p(2), with period similar to the molecular diameter
point temperaturd;, were apparently supported by computer  The estimations for LJ and other simple-fluid moddig]
simulation result44], but not confirmed by improved theo- |5cate most of the liquid coexisting phase on the oscillatory
retical treatments, nor by computer simulations with largergige of the FW line, which intercepts the liquid-vapor coex-
system sizes and equilibration times, so that the presence fience at temperaturég.,, of only about 10% below the
molecular layering at free liquid surfaces was disregardedyitical temperaturd.. Oscillating tails inp(z) were found in
during two decades. In the last few years, there has been@mne DF calculations, although their amplitugiehich can-
revival of the subject, based on new evidence from experinot he predicted from the linear DF analysigs found to be
ments[S], theory[6], and computer simulatior]g]. The in- ey small. In practice, the accurate fit of the density profile

creasing accuracy of the experimental results for the x-ray,jis often requires adding an oscillatory and a monotonic
reflectivity on liquid surfaces has given clear evidence Ofdecaying mode

atomic layering for some liquid metals, H8], Ga[9], and

more recently for alkali-metal mixtured0]. In parallel, a p(2) = po=A eletVZ L B by ... (1)
generic DF analysif6] has predicted the common exponen-

tial decay modeg(z) - p,~ exp(—{z) towards a bulk density The same liquid bulk has very different values foandB at

po- The decay constantsare determined by the direct cor- the vapor-liquid, at wall-liquid interfaces, or around an iden-
relation function of the bulk fluid, so that they should be tical test particle used to get the radial distribution function
common to the density profiles of the free liquid surface, tog(r)=p(r)/p,. Thus, the qualitative aspect of the liquid-vapor
the interfaces of the same liquid against solid walls, and te(z) may be very different from that of a wall-fluid interface,
the radial distribution functioy(r). The complex valueg,  or from g(r), and only the truly asymptotic behavior would
=atiq represent decaying layered structures, while the redbe common. The strong oscillations gfr), typically ob-
values (=8 give monotonically decaying density profiles served even af > Tg, contrast with the empirical evidence
(we assumew,8>0 with the bulk phase filling the=0  of monotonic decays for the liquid-vapor and liquid-liquid
semispace The asymptotic behavior of(z) towards the density profiles in DF approximations unleBss well below
bulk phase would be controlled by the slowest decay modeTy,, [6,14. The logic behind such behavior could be based
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on the difference betweesxternalboundary conditions like character ofF[p], which neglects the CW long-ranged sur-
those imposed by a wall-fluid potential enerdgr the face correlation$22]. Hence, the liquid-vapaos(z) from any
equivalent spherical potential imposed by the test-particléOF approximation might be interpretg@3] as anintrinsic
representation afi(r)], and thefree surfaceof a liquid at the  density profile, including the correlations up to an effective
interface produced by its own molecular interactions. How-transverse length., assumed to be a few molecular diam-
ever, there is no theoretical proof of such conjecture, whicleters. The extremely wedk dependence of monotonic den-
escapes from the linear DF perturbation analysis used teity profiles makes nearly irrelevant the precise estimation of
identify the exponential decayg=a+*iq and{,=p. Lesr, and the DF profilep(z) have often been compared with
The experimental evidence of atomic layering at the freesimulation results without explicit reference ito However,
surfaces of liquid HG8] and Ga[9] was first supposed to be the strong sensitivity of the density layering amplitude_to
a consequence of the metallic character of these liquids, witbffers both a problem, for the direct comparison of DF pro-
the electrons providing an effective external potential for thefiles with computer simulations or experimental data, and an
ions. However, an alternative interpretation of that theoretiopportunity to use it to estimale. To that effect, we built
cal evidence was given through the development, and Monten the concept of a strongly oscillatoirytrinsic profile with
Carlo (MC) simulations, of simple models with pairwise in- layering amplitudes\, similar to the bulk liquid density,,
teractions[7,16,17, devised to have low melting tempera- and associated to a transverse sampling &ize o. That
tures, with ratiosT,/T; between the triple and critical tem- concept was strange to the classical view of sharp but mono-
peratures similar to the experimental values of Hg and Gatonic intrinsic profiles, but it was presented first in the analy-
Strong layering structures were observed in the MC densitgis of x-ray reflectivity datg5,8,9, and recently checked
profiles for these models a/T,<0.2, far below the range with MC simulations of cold liquidg21]. Although the use
of the stable liquid phase of the LJ or other simple fluidof such short sampling area requires an important reformu-
models. Moreover, models representing different mechatation of the classical CW theorj21], we take here a naive
nisms to get lowT,/T, ratio may have very different FW view and assume that(L)=p,(L,/L)”, with a free parameter
lines but still give similar amplitudes for the oscillatory de- | which represents théextrapolateyl sampling length at
cay modeA(T), decaying ad /T increases, but without ap- which the amplitude of the layering becomes equal to the
parent correlation with the value @t for each model. The bulk density. In the next section, we present the models and
first objective of this paper is to explore the connection bethe DF approximations used in this work. In Sec. Ill, we
tween the layering at free liquid surfaces and the FW lineanalyze the results for the density decay modes towards the
within DF approximations for the sameold liquid models  bulk liquid at coexistence with its vapor. In Sec. IV, we get
explored in MC simulations. the density profiles and the surface tension for the free
Our second objective is the connection between the cagiquid-vapor interfaces, and in Sec. V, we extend the analysis
illary wave (CW) theory[2,18 and the liquid-vapor density to liquid surfaces in the presence of an external gravitylike
profiles given by DF approximations. The CW surface fluc-field. Finally, a global discussion of all these aspects is pre-
tuations are assumed to produce local shifts ofrdrinsic  sented as a conclusion.
profile, so that the interfacial width of the liquid-vapor den-
sity profile would depend on the sampled transverse atea

through the low-wavelength cutoff in the CW spectrum. The Il. MODELS AND DENSITY FUNCTIONAL
L dependence ofp(z,L) is very weak (logarithmig for APPROXIMATIONS
monotonic profiles[19], but for oscillatory profiles it be-
comes powerlike, witl\(L) ~ L~ for the amplitude of the We study several pair interaction models which have been
oscillations[20]. The exponent recently developedl7,17] to represent some features of lig-

uids metals with low freezing temperatufda and Hg. The

KT(P+q?)  kTm pairwise potentials are cast into a common functional form,
nM=—r——=— 2
4y 70’2
n
2

depends on the temperature, on the modulus of the complex B(r)= o e - ¢12 R ()

decay constani.=az=iq, and on the surface tension[15].
The dimensionless function(T/T,) takes very similar val-

ues for different models of the molecular interactidd],  with an exponential repulsive term, controlled by the expo-
increasing with the temperature. The typical simple liquidsnenta and the prefactot,, andn=1 or 2 Gaussian wells to
described by the LJ potential havgT)>3, while thecold  represent the attraction, controlled byg,, and then values
liquids quoted above reach much lower values, wii{T) of R.
~1 at their triple point. Reduced units for these interaction models are defined to
The size dependence pfz,L) does not fit well in the DF  mimic those of the LJ system. Thus we define thelecular
formalism, which provides results for the density profile)  diametero such thatp(o)=0, as the separation between the
of infinite flat surfaces, as the density distributions whichpotential well and the repulsive core. The units of energy are
minimize the grand potential enerdY[p(2)]=F[p(2)]-uN.  given by the total integral of the potential well in each
This apparent contradiction comes from the approximatenodel,
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TABLE |. Parameters in Eq3) for the effective pair potentials which is enhanced in the Si&oft-alkal) model. These mod-

used in this work. Reduced unitsandU are used. els have low melting temperatur€§,/T.~0.22 for Na and
T,/T.~0.10 for SA, but also low FW temperatures

Parameter Hg Na SA (Tew/ Tc=0.68 and T,/ T,=0.32, respectively so that

ol U 1.7023¢ 10 2393.60 199.047 they offer a good set to explore the relevancd gf; for the

formation of layering structures at their free liquid surfaces.

$/U 0.62234 0.97529 1.11604 We have explored these models with DF approximations
ao 35.3789 7.77647 5.10372  pased on the separation of the interaction potential), as a
bo? 10.6189 2.59724 259677  core term,¢,(r), represented by a hard-sphere fluid; and an
Ri/o 1.00349 1.01415 1.01463 attractive tail ¢,(r), treated in the mean-fieldMF) approxi-
Ryl o 1.40132 mation,
1 ! ! !
o [ Flpl=Fudpl+= | dr [ dr'p()p(t)e(lr =1"]). (5)
u:——?,f drr2 (), (@) y | | |
8c°), The decomposition ofg(r) is done with the simplest

method of Baker and Henders$24], with ¢,(r)=¢(r) but
with the prefactors chosen to give precistly e for the LJ  restricted tar = ¢, and the reference HS fluid taken to have a

model, ¢ 5(r) =4 (a/r)*?=(a/r)"]. temperature-dependent diameter

Despite their common functional for(3), the interaction -
potentials obtained with the different sets of parameters in dus(T) :f dr{l - exr(— @)} (6)
Table I, and represented in the inset of Fig. 1, have very 0 KT

distinct characteristics. The Hg modeh.g(r), has a very o
sharp repulsive core, and a broad and flat potential Wel\,’vhICh is very close tar for the hard core of the Hg model,
made by the superposition of two Gaussians in &y. It and well belowo for the soft core of the SA model. The

was developed from a fit to the structure factor of hot quuidhard.' sphere free-ene_rgy density funcUorié,LS[_p J 'S ap-
mercury, and in previous MC simulation studies it wasProximated by two different nonlocal approximations; the
shown to have a low ratio between the triple point and thdirSt iS @ versior{25] of the weighted density approximation
critical temperatures,T,/T,~0.27 (to be compared with (WDA)’ devek_)ped to reproduce the quasiexact Carna_han-
T,/T,~0.56 for the LJ mode) while the FW line crosses the Starling equation of_state of the HS fluid. The second is a
liquid-vapor coexistence at high temperatiig,/T,~0.88  MOre recenf{26] version of the fundamentgl measure theory
(similar to the LJ resujt The main characteristics of the Na (FMT), developed from the concept of dimensional cross-

model, ¢(r), obtained from a fit to theoretical results for Vel [27] and which reproduces the Percus-Yevick equation
the energy of expanded crystals, is its soft repulsive coref?;iztate and direct correlation functioe(r), of the bulk HS
Density functional approximations like E¢p) have been
extensively used for the study of wall-fluid and fluid-fluid
interfaces, including systems with strong surface layering
[6,14,25,26. When applied to bulk fluids, they give the ex-
tended van der Waals approximation, with the free energy

per unit volume

(T, =KTAlloglp) - 1 + k()] - *m Uos?, - (7)
where Ayis(p) is the free energy excess per particle in the
HS fluid, with respect to the ideal gas. The liquid-vapor
phase diagrams from that free enefgyown in Fig. } are
very similar for both choices for the HS equation of state,
while the extended van der Waals approximation exaggerates
the difference between the soft-core repulsion of the Na and
SA models, with respect to the harder repulsion of the Hg

FIG. 1. The liquid-vapor phase diagram for the,, é_s bsn model;. we include for compari.s.on the results with the LJ
and ¢4 model potentials, obtained using the MF-WDA functional potential. _The resu]ts for the critical temperatu(@able ”)_
(full line) and the MF-FMT functionaldashed ling Inset shows ~ShOw deviations, with respect to those obtained by MC simu-
the effective pair potentials analyzed in this work: full line, lations[17], which span from a 10% overestimation&ffor
Lennard-Jones potentidl,_;; dashed line, alkali-like potentiaby,  the SA model to a 10% underestimation for the LJ and the
dotted line, potential with a softer repulsive pafi,; and dotted- Hg models. Away from the critical region, the main draw-
dashed line, Hg-like potentiakp, Reduced unitsr and U are  back of the DF approximatio(®) would appear in the study
used. of the crystalline solid phases, since neglecting the effects of
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TABLE Il. The reduced critical temperatuiig/U and the ratio between the critical and the Fisher-Widom
temperature3 g/ T, for the different effective pair potentials. The Monte CaMC) results from Ref[31]
are compared with the two DF approximations, MF-WDA and MF-FMT, used in this work.

T /U Tew/Te
LJ Hg Na SA LJ Hg Na SA
MC 1.21 1.17 1.25 1.43 0.89 0.88 0.68 0.32
WDA 1.098 1.074 1.349 1.577 0.864 0.871 0.725 0.622
FMT 1.092 1.067 1.340 1.565 0.864 0.871 0.702 0.580

the correlation structure in the liquid destabilizes this phase *

with respect to the crystalline solid, described within the DF 1= 4“77/0[ dr r’c(r)costa r)
formalism as a strongly self-structured density distribution 0

[28]. There are several proposals to solve this proble
[29,30 which have been used with good results for the LJ
fluid, but they lead to more cumbersome functional forms.
Therefore, we keep Ec{5) at the minimum level of com-

sin(q ) )
qr

n§|multaneously solved for the realand imaginaryq parts of
Jthe complex decay; and from the solution of E8), to give
‘B=a with q=0, for the real exponential decay.

The direct correlation function(r), in Eqg. (9) for the
Sulk liquids are consistently given within each DF approxi-

liquid-vapor phase diagram, of the bulk direct correlation mation by the second functional derivative Bfp], so that

function, and of the liquid surface structure. In all the fol- from Eq. (5) we get
lowing, we disregard the solid phase which would be pre- 9 9

dicted by our DF approximation, as far as the bulk liquid - _ 10
becomes locally stable, with respect to the self-modulation of o) = Cus(r) = Beball), (10)

the density distribution. with a density-independent contribution from the attractive
interactions¢,(r), and a HS contribution which is exactly
the result of the Percus-Yevick approximation in the FMT
lll. BULK ASYMPTOTIC DECAY MODES density functiona[26] and includes a small tail in=dyg for
the WDA functional[25].

The generic functional analysis of the decaying density The results fora, g, and 3, obtained from that(r) and
oscillations[6,13) offers a direct way to calculate the expo- shown in Fig. 2, have the same qualitative trends as those
nential decays, associated to the oscillatory and the monotgrom MC simulations[31]. The imaginary partj of the os-
nous modes in Eq1), from the roots of the equations cillatory mode has a weak dependence vithgoing from

values just above2/ o at low temperatures to values around
h( | 5/0 near the critical point, for all the models. The real part of
ar the oscillatory modeq(T), increases withrl, while that of
1= 4Wpf dr rolr ) codq ) ® the monotonic modeB(T), is always a decreasing function,
vanishing at the critical point, as the inverse correlation
length. The different DF approximations for the HS free en-
and ergy have little effect inB, with the WDA results always

FIG. 2. Exponential decay parameters in mo-
i lecular diameter units, obtained from E¢®) and

(9) for the liquid along the coexistence curve,
with the soft-alkali (SA), sodium-like(Na), and

. mercury-like(Hg) model interactions. The results
for the two DF approximations are given by the
full lines (MF-WDA) and the broken lineéMF-
FMT). In the upper panels, the decreasing curves
show the real exponential decags and the in-
creasing curves the real part of the exponential
decaysao, with the imaginary partjo in the cor-

- responding lower panel. The symbols and the
- \ dotted line(as a guide to the eyeare the results
Ll Lol Lol o for ao and Bo obtained with the Monte Carlo
02 04 06 08 1 02 04 06 08 1 02 04 06 08 1 simulations in Ref[31].

T/T, T/T, T/T,

oo,po
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slightly below those from the FMT. Compared with the MC
results in terms of the respectivié T, the DF approxima-
tions overestimateg for the SA model and underestimate it
for the Hg model, with the Na model in between.

In contrast, the DF results fer are always below the MC
data, but now the differences between the two versions for
the nonlocal dependence of the HS free energy are more
important; the most advanced FMT description reduces by
half the difference between the WDA and the MC results for
the SA and the Na models. However, the largest difference
for « is found in the Hg model, and it is less dependent on
the quality of Fud p]. This is related to the physical differ-
ences between theold liquids models; they all share the 030405 06 0703 04050807
property of a low ratiol,/T., but they get it from different T/T T/T
effects. The soft core repulsion of the Na model, and its ¢ ¢
exaggerated SA version, produces the stabilization of the lig- F|G. 3. The capillary wave exponent for the free liquid sur-
uid with respect to the crystal; this effect is incorporated inface obtained from Monte Carlo simulatiorieft pane) using
the DF approximation by the choice of the effective HS ra-(T)=kT#/ys?, and from the MF-FMT approximation(right
dius at each temperatu(é), and the relatively good agree- pane) using 7(T)=kT(a?+q?/4my. Circles: sodium-like(Na) po-
ment between the FMT and the MC results for the Na modetential ¢y, triangles: potential with a softer repulsive padigy;
indicate that this procedure is fairly efficient. The extremesquaresmercury-like(Hg) potential, ¢q; and rhombus: Lennard-
softness of the SA model makes E@) less accurate, but Jones potentiad ;. The shadowed band in the right panel gives the
still there is an important improvement when we shift from estimation for the effectivey obtained from the values df» given
the WDA to the FMT treatment of the HS nonlocal density by Ed.(16), and assuming thdt=12+1c for all the temperatures
dependence. On the other side, the Hg model has a vedpd models.
sharp core, which should be well representedfay p], but
it gets its low triple point from the strong correlations in the conjugated-gradients method to minimize the surface tension
dense liquid, to optimize the occupation of its flat and broady=(Q[p]-Quud /A, and to get the equilibrium values and
potential well. Such a difference between the correlatiordensity profile. Therefore, using the valuesydbgether with
structure in the liquid and that of the reference HS fluid ise andq from Eqgs.(8) and(9), at each temperature and model
fully missed by our MF approximatio). The qualitative interaction we may obtain the DF results for the exponent
consequence of that failure is the rapid decrease of the DF(T/T.) defined in Eq(2), which are presented in Fig. 3, and
results fora which decreasing, so that aff/T.~0.6 in the  compared with the Monte Carlo results for the same models
WDA, and 0.52 in the FMT, we get=0, and the liquid [17]. That comparison shows a fair agreement between the
becomes unstable with respect to a structusatid) phase. DF and MC results fory, when represented in terms of the

The FW temperatures, given in Table Il, are defined asritically scaled temperatureb/ T,; also the results for the
those wherea(Tgw)=8(Tew), and give the boundary be- different model interactions fall into an approximately com-
tween the monotonous and oscillatory modes as the slowenon shape, i.e., roughly following law of corresponding
decaying perturbation of the bulk liquid. For the Hg model, states The rapid increase of with T/T, is a consequence of
the values ofTgy with both DF approximations are very the decrease of as we approach the liquid-vapor critical
close to those obtained with MC simulatiofl], but that  point; therefore the critical divergence gfat T=T, should
hides relatively large shifts in the values @fT) and 3(T). certainly have a different shape from the MC simulations and
For the SA model, we get the largest overestimation in thdrom the mean-field DF calculations, but those bulk critical
DF value forTg,/T,, with respect to the MC results, while differences do not show up in the temperature ra(ge
the good agreement for the Na model reflects that its corre<0.7 T) explored here.
lation structure is reasonably described by the HS reference The insets in Fig. 4 present typical density profiles, com-
system, without the problems created by the extra-soft corparing the results of the two versions féi;qp], and the
of the SA, or by the non-HS correlations of the Hg model. dependence with the temperatyted to the change in the

coexisting bulk densitigs while the broad views of the in-
IV. LAYERING AT FREE LIQUID SURFACES tgrfaces are shown in detail in the main figures. The oscilla-
tions observed for the density profiles at low temperatures

The amplitudes\ andB for the decaying modes in E(l)  are qualitatively similar to those observed for the SA and Hg
are more important than the exponential decayand 8 to  models in MC simulation$7,16] and also to those obtained
determine the aspect of the density profiles near the interfacéor a square-well potential in previous studies with a similar
Since those amplitudes cannot be obtained from the lineaDF approximation6]. The main difference between the re-
DF analysis, we have to shift to a numerical minimization ofsults appears when the WDA is used to describe the HS core
the grand-potential energQ[p]=F[p]+ufdrp(r) with re-  in the Hg model, since a vanishirgT) produces the propa-
spect to planar profileg(r) =p(2), with the boundary values gation of the oscillatory structures very deep into the liquid
p andp,, away from the interface. We have used a standardbulk [notice the extenderscale in Fig. 4c)]. Otherwise, the
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FIG. 4. Liquid-vapor density
profiles in reduced unitg/o and
po‘s, obtained for the three model
potentials(SA, Na, and Hgy with
the MF-WDA (full line) and the
MF-FMT (dashed ling density
functional approximations. The
different curves, with decreasing
bulk densities, correspond to in-
creasing temperature$/U=0.50,
0.55, 0.60, 0.65, 0.70 for theésa
and ¢y, models; andT/U=0.65,
0.70, 0.75 for thep,g model. The
insets show broad views of the
profiles for the upper and lower
temperatures in each model.

z/G

results are qualitatively similar for all the models and DF Although the relative shift of log\) along theT/T, axis for
approximations, with surface layering becoming weaker as the three models follows the same order Tag,/T,, it is
increases. The numerical accuracy of the DF results allowslearly much smaller, so that a scaling dependenck with

the observation of density oscillations with tiny amplitudes,(Tgy—T)/T, should be discarded. For the SA model, we are
which would be well below the intrinsic noise of any com- able to measure the value AfT) up to T, while for the Na
puter simulation, and the fits of the decaying tails to theand Hg models the amplitude goes below the numerical pre-
generic form(1) give the values of the complex and real cision limit for T still away from Try. This is qualitatively
exponential decaysy, g, and g, together with the respective similar to the results observed in the MC simulations of the
amplitudesA andB, all as functions ofl along the coexist- model, although the exadfry/T. is much lower than the

ing liquid densities for each model. The values have som@resent mean-field result, and the intrinsic noise of the MC
dependence on the range oiused for the fits, since very simulation is much higher than numerical precision of our
close to the interface there are otleaster decayingterms  DF treatment. The lack of correlation betwe®fT) and Tgy,
which would contribute tqp(z)-p;, while too far from the  for different models was presented as evidence against the
interface the amplitudes are too small, even compared withink between these two aspects. However, it is still true that
the small numerical noise from the minimization &f p]. we are not able to measubéT) far aboveTr,, and only for
Nevertheless, there is a generally good agreement betwegfle SA model may we be able to marginally cross that limit.
the values ofe, g, and 8 obtained from the fits t@(z) and  |n contrast, they(r) of the SA liquid shows clear oscillations,
those predicted by the linear DF analysis and those values

obtained from the fit tgp(2). 0.1F i 7T sl ) HgT—;

A. The layering amplitude and the Fisher-Widom line

The amplitudes of the two decaying modes ggf) to-
wards p; obtained from the fitg1) give |B| ~ p, and much e 0.01F
lower valuesA, which we may identify down to I8p,, with :
the main uncertainty coming from the rangezafised in the
fits. The results foA are presented in Fig. 5 in reduc@dT, I Y
scale of temperatures. The differences between the two DF 0.001 =
approximations for each model are not important, within the ; ]
logarithmic scale used fok, so that we keep the discussion [ SA1  Na ']
in terms of the FMT results. The differences between the e e Y Y
models follow the expected trend: the hard core of the Hg ' ’ 'T/T ’ ' '
model produces stronger density oscillations at a givVER, ¢
than the ultrasoft core of the SA model; however, the spuri- FIG. 5. Amplitude of the oscillatory profiles for the two DF

ous instability, produced by the MF approximation in our DF 455 oximations, in reduced unier?, as defined in Eq(l) versus
results, restricts the temperature range for the Hg liquid tqne temperature reduced to the critical OET,, for the dya bsa,
T/TC> 053, and the Observed Va|l.leS ,@fal’e a faCtOr 10 and ¢Hg model potentia|s‘ using the MF'WD@J” |ines) and MF-
below those for the SA and Na models at low temperatures=mT (dashed linesDF approximations. The error bars indicate the
Thus the results for the different models appear to be shiftedncertainty coming from the range pfised in the fits. The vertical
along theT/T, axis, and to show a slightly faster than expo- arrows(full line upward MF-WDA, and dashed line downward MF-
nential decay oA with T. The vertical arrows in Fig. 5 mark FMT) mark the values ofTgy/T. for each model and DF
the values offr,/ T, for each model and DF approximation. approximation.

A(Do
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A<<B A>B oscillatory decay mode, much smaller than the amplitBde
! ~ p;, for the monotonic decay mode in the liquid surface.
Systems like those described by the Hg of the Na model
interactions have vanishingly small values #&(T) well be-
low Tgy, so that the FW line appears to be irrelevant for the
monotonic aspect ofp(z). Only because of its lovilgy does the SA
model show the role of the FW in the aspeciptf), leading
to monotonous density profiles within the rangezadcces-
Tew 1 Tew T sible to our numerical DF calculations, but without a direct

effect of Ty on the small amplitude of the oscillatory mode.
FIG. 6. Sketch of the behavior of thethresholds that separate

the oscillatory from the monotonic part of the profiles. The left
figure shows the behavior fé&x<B (as for the liquid-vapor density
profiles, and the right figure foA> B [as for a liquid against a wall We shift now to analyze the rapid decay AfT) with
or theg(r) of the liquid). increasing temperatures, within the interpretatiorp@ as
anintrinsic profile associated to the sampling of the surface
leading to easily measurable valuesigT), even at tempera- OVer an effective finite transverse aﬂgéf, and hence with a
tures well aboveTry, when the asymptotic decay is mono- limited role of the capillary waves imposed by the lower
tonic. wave-vector cutoffg=2m/Les. The direct characterization
An explanation for this behavior may be searched for inof the intrinsic surfaces and intrinsic density profiles in
terms of the qualitative aspect pfz) created by the super- Monte Carlo simulation§21] has confirmed the notion, set
position of the oscillating and the monotonic modes in Eq.UP In the interpretation of x-ray reflectivity experimeigj,
(1). At any T<Tgy [i.e., B(T)>a(T)], there would be an that the intrinsic profiles associated to transverse samplings
oscillatory tail, but if the amplitude\(T) for that term is of L,= o have strong oscillatory structures, with amplitudes

much smaller than the amplitudfor the (faster decaying A, similar to the liquid bulk density,. Within the assump-

monotonic mode, the density profile would become oscillaions Of the CWT[15], the amplitude of the oscillations,

tory only for z above alower threshold sampled over a transverse linear dizegoes proportional to
L=7T_ with the exponent defined in E¢R). In order to fix

BB ] the proportionality constant in that relation, we may arbi-

oscillatory

monotonic oscillatory

B. Capillary waves and the effective DF sampling size

(11) trarily choose an amplitudd, equal to the bulk liquid den-
sity p;, and useA(T)=A, (Lo/Le)”™ in terms of the effec-
which diverges ag approachedr,, from below, as shown tive transverse sizkg which is built in a DF approximation,
in the left sketch of Fig. 6. The fit of the numerical density and an intrinsic length scale,, which may depend on the
profiles to the form(1) is in practice restricted to the first 10 model interaction but is expected to have values arownd
or 15 layers, so that nedir,, the full range ofz would be  Qualitatively, the value ok, would correspond to transverse
below (Oisno and the qualitative aspect of the liquid-vapor sampling sizes so short that there is no room for the CW
profile would be monotonic. In contrast, for the density pro-damping of the oscillatory structure associated to bulk corre-
files of the liquid against a wall, or for thg(r) of the liquid,  lation structure in the liquid, with layering amplitude of the
we expectA> B, so that the logarithm in Eq11) would be ~ same order of the bulk density.
negative and the oscillations would be clear from the first In Fig. 7, we compare the results f8(T) obtained with
layer at anyT < Tg,, while aboveTr,, there would still be the FMT-DF, and the functiong(T) (L,/L)™", for different

1
(080T = log| —
Znnin (T) - g[A\q2+aZ

clear oscillations foz (or r) below anupperthreshold values ofL/L,, using the values op, and » given by the
’ same DF approximation. There is a semiquantitative agree-
1 AVG? + o? ment, in the sense that the fast decayA¢T) over a narrow
Z9%9(T) = log (12) . : : :
ax a-p BB ' range ofT/T, is indeed compatible with the CW damping of

the density oscillations. However, the decayA¢T) not be-
which diverges a§ approacheSr,, from above, as in the ing as rapid as that of(T)(L,/L)"™ for a fixed L/L,, so
right sketch of Fig. 6. The qualitatively different aspects ofthat the most naive assumptidn = o for all the models,
the liquid-vapor density profilep(z) and the pair distribu-  would imply the decay of o with the temperature. For the
tions functionsg(r) result from the different values of the SA model,L /L, falls from 14 to 8, for the Na model from
term in brackets in Eq¢11) and(12), with B>Ain p(z) and  approximately 12 to 7, and for the Hg model from 5 to 3.
with B<A in g(r), shifting the role of the FW line from Eq. Such variations with temperature should be compared with
(11) to Eq.(12). Any upper cutoff orz forced by the numeri- the bulk correlations lengthg™ and o1, the first one in-
cal DF minimization ofQ)[p] would reduce the observation creasing withT while (below Tg) the second one is larger
of oscillations in the liquid-vapor density profile to tempera-and decreases with. Their typical values arg! from 0.6
tures belowTg,. Therefore, the relevance of the FW line to 0.8r, anda™! from 1.8 to 1.2% in the SA model, over the
with respect to the aspect of the density profile, at micro-same range off /T, as used to gef(T); while for the Hg
scopic distances of the free liquid surface, is not based on th@odel 81 goes from approximately 0.67 to bpand a™*
vanishing ofA(T), but only in having that amplitude of the decreases from 3.5 to u5Notice that, if we take the naive
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10F =, o 2

Na N Heg FIG. 7. Amplitude of the oscillatory profiles

I for the FMT-PY approximation, in reduced units
Ac?, versus the temperature reduced to the criti-
cal one, T/T,, for the ¢sp (left pane), ¢na
(middle pane), and ¢ (right pane) model po-
tentials. The circles and full lines show the same
values(but without error barsas shown in Fig. 5
from the fits to Eq.(1). The thin lines are the
functions py(T)(Lo/L) ™™, for different values of
L/Ly, with 7(T)=kT(a?+q?)/4my. The broad
dashed line is the same function but nayvis
obtained from the estimation for the effective

L. 1 . RN S . ! PR e IR Y value ofL given by Eq.(16) with L=120.
0.3 0.4 0.5 04 0.5 0.5 0.6 0.7
T/l"c T/l"C T/T

bl L/L=6c
----- L/L°=106 - L/L0=80
10—3__ ----- L/L°=126 - L/L0=10<5

o L/L=14c AN F [ L/L=12c \ -

assumptionL,= o, the tendency withT /T, within a model z

would suggest the correlation betwekg and ™2, but the Vex(2) = —moh ta”*(x), (14
comparison between the models goes against such correla-

tion, and the large difference between the predicted values of

L for the SA and the Hg models does not correspond to anyo be nearly linear fofz| <\ =18.33r, and to go nearly flat
equivalent change in the properties of their bulk liquids. Aat the extreme of our functional minimization box, which we
more educated guess fog should take into account that the take atz=180s. V,,(2) provides a nearly uniform forceng
sharper core repulsion of the Hg model should producecting on the molecules in the interfacial region, but
stronger oscillations, so that the sampling dizeto get(or  smoothly vanishing in the two bulk phases, to avoid the spu-
extrapolated tp A=p, should be much larger than for the rious interference with any oscillatory structure created at the
soft-core repulsion of the SA model. That interpretationborders of our variational space. The density profiles in Fig.
might account for the differences between the values o8 show that a gravity fieldmgo=0.01(about 18 times the
Lert/ L, for the different models, but it would leave us short Earth gravity produces very little changes in the aspect of
of information to get a quantitative estimate bfi from  p(z) around the interface. Increasing the field by one order of
A(T), since we cannot discern the valuelgfy without ac-  magnitude produces some changes in the oscillatory struc-
cepting its strong dependence with and then it would be ture of p(z), but superimposed on a continuous increase of
impossible to separate it from the scalgused to transform  the liquid density, which has to be extracted before using a fit
the proportionalityA~L"” into a quantitative relationship.  similar to Eq.(1). This is done by means of the local density

profile p, p(2), which solves the equation
V. LIQUID SURFACES IN EXTERNAL FIELDS

In this section, we explore the effect of a gravitylike field T
’ . T . L T/T =0.41 L T/T_=0.485
to add a new control variable to identify the effective length : e ¢

Le- In the presence a uniform external fietdg acting on L1F i
the particles of the fluid along thedirection, the CW damp-
ing of the density oscillations goes like 1
AT,m Lo\? . (p = p,)mg|”? o |
(T.mg _ [(_o> e g} a4y 2 ool
Ao L (2m)2y
and it becomes independent bfwhen this transverse size 0.8_.-5:
goes well below the capillary length &..=[(p) /
—p,)mg/ y] 2 07

The typical effect of the Earth gravity field on a liquid
surface(with &:,,in the range of millimetepswould be fully
irrelevant for any system with in the range of a few mo-
lecular diameters. Thus to get an appreciable effeq oh FIG. 8. Liquid-vapor density profiles in the presence of a gravity
the density profiles from our Dl_: treatment, we should in-fielq in reduced unitsz/ o and p* =po® obtained for thegy, inter-
clude much stronger external fields, which would have action with the MF-FMT density functional approximation. The
non-negligible effect on the density of the liquid bulk, creat- continuous lines are for an external field@hgo=0.01; the dashed
ing a continuous variation ofp(z), instead of a flat Jine: 0.1; and the dotted lines: 0.4; the left panel corresponds to
asymptotic profile. In order to reduce this effect, we haveT/T.=0.410 and the right one t&/T,=0.485. The insets show
used the external potential p(2)-p.p(2), to be used in the fits for the layering amplitude.
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FIG. 9. Amplitude of the FMT-PY oscillatory profiles for the T/T,

¢na Model potential at several temperatures, as a function of gravity

field Bmgo. The lines are the linear fits corresponding to Eid). FIG. 10. The effective value ofL¢ for the three model poten-
tials: SA(triangleg, Na (circles, and Hg(squarey obtained from
Eq. (16) with the MF-FMT density functional. The inset shows the

#o(T) = 1(T,pLp(2)) + Vexl(2), inferred values of the effective DF sampling lendtk, from the

where w(T,p)=df(T,p)/dp is the chemical potential as a atio betweenrl; and the values of; obtained from the surface
function of the density, from the bulk free energ§), and  €nsion in Eq(2). The lines are guides to the eyes.

Ko(T) is the chemical potential at liquid-vapor coexistence.for |_ . still show a rapid decay with the temperature, which,
The insets in Fig. 8 present the differenpéz)-p p(2),  away from the narrow range of temperatures in which we are
which may now be fitted to the forr(l) to extract the am- able to keep track of the density oscillations, would extrapo-
plitude A(T,mg) for the surface layering. late to unrealistically low values df.; at high T. Also, it

In Fig. 9, we present the layering amplitude for the Naseems strange that, within this interpretation, the fairly accu-
model, at several temperatures, as a functioofo. Re-  rate law of corresponding states observed lfgr from Eq.
stringing ourselves to a small range of external fields, strong16) would come from a cancellation between the stronger
enough to make a difference betwegfi.,mg) andA(L,0), model dependences @;fa_nd Lo An alternative view is that
but weak enough to make valid the LDA representation ofVe€ may have an approximately constant and common value,

the monotonic increase ip(z), we may only discern the Let/ 0=10=2 for all the models, which would lead to a fair
linear term in a Taylor expansion of ECL3) agreement between the results of E(. and (16) at low

temperature, but which would implias shown in Fig. Ban
A(T,mg) (L())v{ (p = p,)mgL27? important reduction in the effective values gfwhich de-
_ =~ —_ 1 + S Fv/ 9 7
A, L 27(q? + a?)

+ } (15 scribes the effects of the CW damping at the higheSuch
internal inconsistency is typical of DF approximations,
at first order inmg and where we have used E@) to  Which give different results for the correlations evaluated as
express the surface tension in termszof a dirgct response to an externally imposed density change
The relative increase o&(T,mg) with mg from the zero [like in the test particle route to getr)], and when they are

field valueA(T,0), gives a direct estimation for the effective €valuated through the internal DF relationships for the un-
value ofL7 perturbed systenfi.e., like the Orstein-Zernike approach to

g(r) from c(r)]. In our case, the free-energy cost of an exter-
, o AT,g) -AT,0) 12 nally imposed CW-like modulation of the surface may be
L7l = | 27(Q° + )kTw (16)  well estimated by the DF approximations, as reflected in the
gA L, good values obtained fap(T/T,); however, the role of such
This expression is independent &f andL,, and our results long-ranged surface correlations is not built in the same DF
in Fig. 10, for the effective value df», follow quite well a  approximations, so that they underestimate their effects in
law of corresponding statesimilar to that observed for the damping of the layering structures, and hence the value
7(T/Ty) in Fig. 3. of »(T/T,) estimated from Eq(16). With the estimate of a
The most direct way to get the effective sampling digg  constant_.s~ 120 and the values of(T/T.) obtained from
would be from the ratio between Eq4.6) and(2). The re-  Eq. (16), the results in Figs. 5 and 7 would be compatible
sults, in the Fig. 10 inset, are independent of the unknownvith values ofL, slightly shorter than those quoted above,
value of L, at which the amplitude is assumed to goAo but still in qualitative agreement with the expected differ-
=p,, and which should depend on the atomic interactionences created by the sharp core of the Hg model versus the
model. Now, we may use the&gy, together with the ampli- soft and ultrasoft repulsions of the Na and the SA models.
tudesA in Fig. 7 and the exponenj in Fig. 3, to estimate
Lo=Leg(A/ p)Y7=0.80 for the SA,L,~1.05 for the SA, V1. CONCLUSIONS
andL,= 20 for the Hg model, which correlate well with the We have analyzed in detail the layering structures pre-
sharpness of their core repulsions. Nevertheless, those resuttisted by DF approximations applied to the liquid-vapor in-

A(T)o®
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terfaces of fluids with low triple-point temperature, which  However, the direct comparison ofA(T) with
were developed and used to confirm the existence of such(L/L,)""", in terms of an arbitrary intrinsic amplitude
oscillations in MC Simulation@?,l?_l. The DF results for the (Wh|Ch we take a$)l) which would be observed fcﬂor ex-
phase diagrams, the exponential decays of the density pertfapolated tpa sampling sizé,~ o, implies a strong depen-
bations, the FW temperature at coexistence, and the amplifence ofL /L, with the temperature and with the model
tude of the layering structures are in qualitative agreemenfyiaraction, which is difficult to accept. We searched for the

with our previous MC simulation results for the same modele,hjementary information given by the dependence of the
interactions, although there are important quantitative differ-,

R amplitude A on the strength of a gravitylike external field,
ences, as expected from the simplified DF treatment of th@vhiréh competes with. to get the Iog\]/v-wa)\//elength cutoff for
strong correlations in suctold liquids

The high precision of the DF minimization allows us to ]E_heIdCW damping ef;]ects.hwnhm thel constraf!fns ofbexternalk
extract the amplituded and B for the oscillatory and the lelds strong enough to have are evant e egt, ut wea
monotonic density decay modes much more accurately tha@"ough not to break down the linear DF analysis leading to
the limit imposed by the intrinsic noise in MC simulations. Ed- (1), we are able to get an estimate for the effective value
Altogether, the DF results fok(T) support the same conclu- ©f L7, which fortunately does not depend on the valuesof
sions as those from MC simulations; the amplit/i@) de-  ©F Lo The refsults fo_r t_he effective values Qf__ in different _
cays rapidly with increasing temperature, but without visible™0dels fall nicely within a law of corresponding states, with
correlation with Tryy~T terms of the FW temperature for & common shape when represented in termis/at, which,
each model. Nevertheless, we give a generic argumeripgether with the equivalent law observed for the direct es-
(sketched in Fig. pfor the absence of oscillations when the timation of », goes against the strong model dependence of
system approache3r, with a nonvanishing but small- Les Suggested by the analysis A{T/T,) at zero field. The
amplitudeA(T). The apparently different aspect of the liquid direct results forLy; obtained from the ratio between the
vapor density profiles and those for the liquid against a hardalue ofLo extracted from the layering amplitude in external
wall or the bulk liquid g(r) at temperatures aroundlry,  fields, and the direct result fay (2) from the DF results for
would be explained by the relative amplitudes of the monothe surface tension and the exponential decays, lead to values
tonic and the oscillatory modes for the density perturbationsof L.+ between 8 and 10for the three models, but still with
which shift the relevance of the FW line from E41) to Eq.  a too rapid decay witf. An alternative explanation may be
(12). Hence we may conclude thdt,, is not of relevance given in terms of a slightly larger value bfs=12+ 20, ap-
for the temperature dependenceAtfT), but it still sets the  proximately constants witfl and common to all the model
threshold for the relevance of a small amplitude ondle interactions, but interpreting that the CW damping observed
pectof the density profilep(z). in the DF results depends on an effective exponsg,

The alternative explanation for the rapid decayAoivith rather than its valug2), calculated consistently within the
T was based on the role of the capillary waves to smootlDF approximation. The values af.; within the broadband
down the strong oscillations in thiatrinsic density profiles, shown in Fig. 3 are close to those from Ef) at low T, but
associated to samplings of the liquid surfaces over very smathey fail to follow their rapid increase associated to the de-
transverse sizes, comparable to the molecular diameter caying values of the surface tension with increasing tempera-
This concept, which was first presented in the analysis ofures and the consequent enhancement of the CW fluctua-
experimental x-ray reflectivity result]8,9], has been ex- tions. Such inconsistency between the values) @xtracted
plored in detail with MC simulations for the same modelsfrom the DF results and those which are assumed to be built
used herg21]. The prediction within the framework of the into the correlation structure of the free-energy density func-
CWT is that the amplitude of the density oscillations is ex-tional are typical of any mean-field approximation.
ponentially sensitive to the lower cutoff on the CW wave Altogether, we may conclude that the interpretation of the
vectors, imposed by the transverse linear $i4&5]. Hence, DF profiles for liquid surfaceas intrinsicprofiles associated
the density profiles of free liquid surfaces, in the absence ofo a finite transverse sampling of the interface is consistent
any external potential, should be considerecp@sl), i.e.,  with values ofLs=~10+20, curiously close to the typical
with a direct dependence @n which does not fit into the DF  transverse size of the computer simulation boxes which pro-
scheme op(z) obtained from the minimization d@[p] fora  vide the most usual test of the DF results. However, to make
flat infinite surface. The interpretatidi22,23 that the DF  that estimate roughly independent of the temperature and the
profiles should be considered @mrinsic profiles associated model interaction, we have to accept also an effective expo-
to an effectiveL o« set by the lack of long-range surface cor- nent 7., or equivalently an effective surface tension to rep-
relations in the approximations fdf p] leads to the question resent thgreduced effects of the CW fluctuations included
of how to calibrate that effective transverse size. The strongn the DF approximation up to that transverse sampling size.
sensibility of A(T) to the value oL, compared with the weak Therefore, the Gaussian convolution of the projilg) given
(logarithmig dependence of the interfacial width for mono- by a DF approximation, to include the wavelengths/@
tonic profiles, opens the way to a quantitative estimation of< < 2w/Ley as predicted by the CWT, could only be taken
L from our DF profiles. The good accuracy of our DF as a semiquantitative prediction for thedependence of the
estimations for the exponentin Eq. (2), compared with the actual density profile(z,L) sampled over a large transverse
MC results in terms off reduced to the corresponding criti- area, like in an x-ray reflectometry experiment. The differ-
cal values, gives support to the attempt to get such estimance between the direct value gf from Eg. (2), and its
tions of L. effective valueny grows withT/T,, so that in the tempera-
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ture range for typical simple fluidsT=T,~0.6T., there mations, and which may frustrate the quantitative accuracy
would be a very important difference between the actual rolef the results.
of the CW fluctuations in systems with transverse lengths

L =100 and those built in a DF approximation with similar
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